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Abstract: Since digital labour platforms may infringe upon the 
rights of platform workers through automated decision-making 
and monitoring practices, the European Parliament and the 
Council has adopted the Directive (EU) 2024/2831 on improving 
working conditions in platform work (Directive 2024/2831). This 
directive seeks to foster fairness, transparency, and 
accountability, establishing four key requirements in its 
algorithmic management chapter: transparency, human 
oversight, human review, rights to information and consultation. 
However, due to the abstract nature of these provisions, meeting 
the normative expectations of the directive poses a challenge. 
This paper presents the implementation of the Blockchain-Based 
Trustworthy Artificial Intelligence Supported by Stakeholders-In-
The-Loop Model (BCTrustAI.SL) into the automated decision and 
monitoring practices used by digital labour platforms. It aims to 
discuss theoretically the validation of the concept of 
BCTrustAI.SL, setting the stage for subsequent technical proofs 
of concept. 
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1. INTRODUCTION 
The shift from mechanisation to digitalisation (Knell, 2021) driven by significant 

improvements in information and communication technologies (ICT), particularly 
artificial intelligence (AI), has given birth to the creation of new sectors, employment 
models, and operational practices (Feuerriegel et al., 2020). One sample is digital labour 
platforms, which employ platform workers and rely on AI algorithms for automated 
decision-making and monitoring practices to manage the workers (Kalamatiev and 
Murdzev, 2022; Uzunca and Kas, 2023). Although these algorithms are innovative, they 
cause significant mistrust due to unfairness, opaqueness and the lack of accountability. 
They may lead to power imbalances that favour platform owners and service requesters 
(van Doorn, 2017, pp. 905–910). Additionally, they can reinforce discrimination, as bias in 
the data or algorithm design impact minor groups (Muller, 2019, pp. 176–196). In 
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response to these issues, the directive 2024/28311 represents a step in protecting the 
rights of platform workers on digital labour platform, it has been adopted on 23 October 
2024. 

The directive focuses on promoting fairness, transparency and accountability in 
these practices. Thus, its third chapter (Algorithmic Management) outlines four key 
requirements: ensuring transparency (Article 9), facilitating human oversight (Article 10), 
mandating human review (Article 11), and enhancing information and consultation rights 
(Article 13 and 14). Transparency is the key requirement for clear disclosures about data 
usage and decision-making processes that impact individuals (Toy, 2023). Human 
oversight refers to observation and evaluation of automated systems to protect 
individuals from adverse effects (Tóth et al., 2022). Human review ensures that decisions 
made by automated systems are open to challenge and scrutiny by humans, thereby 
providing a mechanism for accountability (Tóth et al., 2022). Finally, information and 
consultation are two rights mandate that affected individuals are kept informed and can 
participate in discussions regarding significant changes to automated systems, fostering 
a collaborative approach to governance and oversight (Lin et al., 2024). Nevertheless, 
these key requirements are too abstract to effectively meet the three aims established by 
the directive (Schmager and Sousa, 2021, p. 537, 541; Schmitz et al., 2022, pp. 795–796; 
Zicari et al., 2023, pp. 2–3; Hohma and Lütge, 2023, p. 905). Thus, Göksal and Solarte 
Vasquez designed BCTrustAI.SL as a socio-technical model to concretise the abstract 
elements of institutionalised trustworthy AI concepts (Göksal and Vasquez, 2024, pp. 1–3). 

BCTrustAI.SL is a socio-technical model that operationalises the abstract 
trustworthiness elements—characteristics, principles, and key requirements—of AI 
systems applying blockchain technology. This model encompasses the characteristics 
of trustworthy AI “robustness, ethicality and lawfulness, and human-centeredness.” It is 
founded on the principles including “harm prevention, fairness, and human autonomy, 
which guide its application.” It is also built on the key requirements “data protection, data 
governance, technical robustness and safety, transparency, accountability, diversity and 
non-discrimination, and human agency and oversight. (Göksal and Solarte Vasquez, 2024, 
pp. 3–6).” It merges elements from the Blockchain Framework for Trustworthy AI 
(BF.TAI) (Nassar et al., 2020), BlockIoTIntelligence (Singh et al., 2020), and the Society-
In-The-Loop (SITL) framework (Rahwan, 2018). The unique feature of the BCTrustAI.SL 
is that all AI algorithms can be integrated with this model during the training and data 
analysis phases, ensuring they operate within its framework. Consequently, this paper 
aims to implement the model into the most common automated decision or monitoring 
practice deployed by digital labour platforms, which causes mistrust among platform 
workers. 

This paper maps the kind of practices employed by digital labour platforms and 
selects one of them, focusing on those that may be at risk of being associated with biased 
decision-making and invasive monitoring. Following this selection, the BCTrustAI.SL will 
be implemented into the selected practice to assess whether it meets the normative key 
requirements as outlined in the third chapter of the directive proposal. This is a theoretical 
implementation discussion that seeks to validate the BCTrustAI.SL concept in 
preparation for its technical proof of concept. 

The following section provides a detailed background on the automated decision 
and monitoring practices to map and select one for the implementation and the directive 
with a specific focus on the four key requirements. The third section introduces and 

 
1 Directive (EU) 2024/2831 of the European Parliament and of the Council of 23 October 2024 on improving 
working conditions in platform work. http://data.europa.eu/eli/dir/2024/2831/oj  
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elaborates on BCTrustAI.SL. The fourth explains the selected practice with particular 
focus on its components, stakeholders and operational workflow and the implementation 
of BCTrustAI.SL into the practice. The final section concludes with a summary of the 
findings and contributions of this work. 

2. EXPLORING OPERATIONAL AND REGULATORY LANDSCAPES OF 
AUTOMATED PRACTICES IN PLATFORM WORK 

This section maps the automated decision and monitoring practices employed 
by digital labour platforms and selects the one for the implementation of the 
BCTrustAI.SL. It also examines the challenges associated with the chosen practice. 
Additionally, this section delves into the background of the directive. 

2.1 Operational Landscape: Mapping the Automated Decision-Making and Monitoring 
Practices and Selection the Most Common One 

In technology-driven work environments, automated decision-making and 
monitoring mechanisms are integral in the operational practices of digital labour 
platforms. As shown in Table 1, this part aims to map these practices. It identifies 
stakeholders and categorises the practices by colour codes: practices involving 
automated decision-making are shown in light grey, those with automated monitoring 
mechanisms are in dark grey, and practices that involve a mix of both are indicated in 
grey. 
 
Table 1: Outline of Automated Decision-Making and Monitoring Practices Employed by 
the Digital Labour Platforms 
 

Name  Direct Stakeholders  Reference 

Task allocation 
practice 

Platform operators, Workers, 
Customers, 
Technology developers, Data 
scientists, analysts 

(Rozas et al., 2021)  
(Alasoini et al., 2023) 

Conflict 
Resolution 
Practice 

Platform operators, Workers, 
Customers, Technology developers, 
Legal advisors, Community groups 
and advocacy organisation 

(Weiss, 2020) 
(Lee and Cui, 2024) 

Platform 
Worker’s 
Performance 
Evaluation 
Practice 

Platform operators, Workers, 
Customers, 
Technology developers, Data 
scientists, analysts and engineers 

(Rosenblat et al., 2017) 
(De Stefano and Aloisi, 
2018, pp. 19–21) 
(Chan, 2019) 
(Alasoini et al., 2023) 
 

Dynamic - 
Surge Pricing 
Practice 

Platform operators, Workers, Clients 
or Customers, Technology developers, 
Economists and market analysts, 

(Battifarano and Qian, 
2019) 
(Yan et al., 2020) 
(Nunan and Di Domenico, 
2022) 
(Cram et al., 2022) 
(Kopalle et al., 2023) 
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Name  Direct Stakeholders  Reference 

Digital Tracking 
Practice 

Platform operators, Workers, Clients 
or Customers, Technology developers, 
Privacy and data protection advocacy 
groups, Data engineer, Data scientists, 
analysts and engineers 

(De Stefano and Aloisi, 
2018, pp. 19–21) 
(Joyce and Stuart, 2021) 
(Hernandez et al., 2024) 

Behavioural 
Influence 
Practice 

Platform operators, Workers, Clients 
or Customers, Behavioural scientists, 
Economics, Ethics boards and 
advisory panels, Technology 
developers 

(Wang et al., 2022)  
(Uzunca and Kas, 2023) 

Source: Table prepared by the authors. 
 
Task allocation practice refers to an automated process that systematically 

distributes tasks among workers using decision-making algorithms, assessing factors 
like availability, skill level, and past performance to optimise workflow (Alasoini et al., 
2023). Conflict resolution practice is another automated process, and it addresses and 
resolves disputes among platform operators, workers, and clients, typically through 
predefined protocols and mediation strategies (Lee and Cui, 2024). Performance 
evaluation practice is defined as an automated procedure of assessing the performance 
of platform workers using quantitative and qualitative metrics such as task completion 
rate, quality of work, client feedback, and adherence to platform standards (De Stefano 
and Aloisi, 2018; Chan, 2019; Alasoini et al., 2023). Dynamic-Surge Pricing Practice refers 
to a method for service prices based on real-time demand and supply conditions through 
automated decision-making algorithms (Battifarano and Qian, 2019; Yan et al., 2020). 
Digital Tracking Practice is the systematic use of sensors and automated monitoring 
mechanism to monitor, collect, and analyse data on the activities, locations, and work 
patterns of workers (Joyce and Stuart, 2021; Hernandez et al., 2024). Finally, behavioural 
influence practice refers to the application of behavioural science techniques combined 
with automated decision-making and monitoring mechanisms to subtly guide and 
optimise worker actions and decisions, enhancing productivity and engagement (Wang 
et al., 2022; Uzunca and Kas, 2023). 

Among the practices identified above, the platform worker’s performance 
evaluation practice was selected for the implementation of the BCTrustAI.SL. It could 
generate mistrust due to its potential for discrimination (Grgurev and Radic, 2023) and 
intrusive surveillance (Mettler, 2024) via automated decision-making and monitoring 
mechanisms. These systems can exacerbate existing bias or data inaccuracy, leading to 
unjust evaluations and possible economic or reputational damage to workers 
(Jahanbakhsh et al., 2020; Fredman et al., 2020). The opaqueness of these processes 
and workers' inability to challenge or comprehend the rationale behind evaluations 
intensify feelings of mistrust and vulnerability (Chen et al., 2023). Along with biased 
decision making and lack of transparency, the invasive monitoring aspect of these 
systems involves excessively tracking worker activities and behaviours, which can feel 
overbearing and contribute to a lack of trust (Mettler, 2024). The platform worker’s 
performance evaluation practice involves both automated decision-making and 
monitoring mechanisms and is prominently utilised across digital labour platforms 
(Dunn, 2020; Duggan et al., 2020). 
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2.2 Regulatory Landscape: Exploring the Background of the Directive and the Provisions of 
Its Algorithmic Management Sections 

To better understand the regulatory framework surrounding digital labour 
platforms, it's crucial to delve into the Directive 2024/2831. Particular emphasis should 
be placed on the four key requirements. By examining these requirements, it is possible 
to study how they safeguard platform workers, and ensure that the development, 
deployment and use of automated decision and monitoring systems remains 
transparent, fair and accountable. Art. 9 mandates the disclosure of the use and specifics 
of automated monitoring and decision-making systems that impact their work 
conditions. It requires platforms to inform workers about the monitoring of their actions 
and the automated decisions that could affect their job security, earnings, and working 
conditions. This information must also be available to workers' representatives and 
labour authorities upon request. Art. 10 requires from the platforms monitoring and 
evaluating the impact of decisions made or supported by automated systems on 
workers' conditions, specially assessing potential risks to their health and safety. To 
safeguard these conditions, platforms should employ sufficiently trained and competent 
human personnel to oversee these systems. Article 11 establishes the right of platform 
workers to seek explanations and human review of decisions made by automated 
systems that significantly affect their working conditions. It mandates digital labour 
platforms to provide workers access to human contact to discuss the circumstances and 
rationale behind such decisions. Articles 13 and 14 determine that digital labour 
platforms must engage in open dialogues with platform workers' representatives—or 
directly with workers in the absence of representatives—regarding decisions related to 
the implementation or significant modification of automated monitoring and decision-
making systems. The aim is to foster social dialogue in AI governance. 

Reviewing institutionalised European Union (EU)’s Regulatory Framework on AI 
(Joamets and Vasquez, 2020, pp. 112, 115–122) shows that these four provisions highly 
align with the elements of the trustworthy AI concept proposed by EU (Göksal et al., 
2025). The Ethics Guidelines, published in 2019 by the Independent High-Level Expert 
Group on Artificial Intelligence (AI HLEG)2 , have institutionalised trustworthiness as a 
core attribute of AI at the EU level. Art. 9 primarily addresses issues of transparency in 
automated decision and monitoring mechanisms, it is one key requirement according to 
the Ethics Guidelines to ensure trustworthiness of AI. Transparency ensures that all 
elements of the AI process are accessible, understandable, and verifiable by users and 
other stakeholders (AI HLEG, 2019, p. 18).  Articles 10, 11, 13 and 14 have a link with 
accountability and human agency and oversight, these are another two key requirements 
in the Ethics Guidelines. Accountability mandates that AI systems and their operators are 
responsible for the outcomes of their actions, ensuring that AI operations are justifiable, 
traceable, and that any adverse effects can be adequately addressed (AI HLEG, 2019, pp. 
19–20). And, the key requirement of human agency and oversight, advocating for the 
active involvement of platform workers or their representatives in the automated 
decision-making and monitoring processes. Human agency and oversight ensure that AI 
systems incorporate human input and direction effectively, allowing humans to retain 
control over AI decisions and to intervene or override AI operations whenever necessary. 
This ensures that AI systems enhance human capacities without replacing them, 

 
2 Independent High-Level Expert Group on Artificial Intelligence Set Up By The European Commission. (2019). 
Policy and Investment Recommendations for trustworthy AI.      
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maintaining critical human control in sensitive and impactful AI applications (AI HLEG, 
2019, pp. 15–16). 

3. THE BLOCKCHAIN-BASED TRUSTWORTHY AI MODEL (BCTrustAI.SL) 
This section presents the BCTrustAI.SL (Göksal and Solarte Vasquez, 2024), 

detailing its structure and functionality in three distinct parts. Firstly, the model's 
components will be introduced, subsequently, the workflow dynamics of the model, and 
finally, the discussion will explore how the model conforms and complies with the 
requirements of institutionalised trustworthy AI concept. 

3.1 System Architecture 
The BCTrustAI.SL’s architecture is structured across two main tiers as seen in 

the Figure 1. The Backend Tier comprises five distinct intelligence layers: Access, Smart 
Contracts (SCs), Human Agency and Oversight (HAO), AI, and Data Governance. The Data 
Governance Layer is further segmented into two sub-layers, each containing four levels. 
The first, an Internet of Things (IoT) Device Sub-layer, handles data received and 
managed from IoT sources. The second, the Other Data Sub-layer, is responsible for data 
acquisition from various other sources through Web-based Platforms (WBPs). 

Figure 1: Visualising the Blueprint of BCTrustAI.SL 

 
Source: The figure was created by the authors 

 
Stakeholders interact with the system through the Frontend Tier with 

Decentralized Applications (DApps) component. The DApps should adhere to usability 
criteria, including heuristics for user-centric graphic design (Jang et al., 2020) and legally 
relevant attribution factors (Solarte-Vasquez and Nyman-Metcalf, 2017, p. 226–232). 
These interfaces allow stakeholders to select parameters and pre-coded Service Level 
Agreements (SLAs) for the HAO operations. In the Backend, the Access Layer serves as 
a crucial link between the two tiers, ensuring robust data connections between the DApps 
and the SCs. It supports multiple data transfer protocols to enhance system flexibility. 
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The SCs layer autonomously governs the system by executing data transactions based 
on parameters set by the SLAs. This layer has direct connections to the HAO, AI, and Data 
Governance layers. The HAO layer governs all operations related to AI governance 
mechanisms. From this layer, various protocols for impact assessments, user experience 
(UX) evaluations, and ethical compliance monitoring are initiated. The AI Layer contains 
algorithms for data processing and decision-making, including explainable AI (XAI) 
algorithms that clarify how these processes are conducted.  

The Data Governance Layer oversees the storage and management of system 
data, which includes input, output, insights from training and analysis, as well as 
operational and raw data collected during various phases. This layer is organised 
hierarchically into levels and sub-layers specifically designed for data gathering as shown 
in Figure 2. One sub-layer specialises in IoT sources, while the other focuses on WBPs. 
Data collection is categorised into different levels: Data Collection, Edge, Fog, and a 
Blockchain-based Cloud Service levels. Data entry begins at the Data Collection Level 
within each sub-layer. The Edge Level houses intelligent base station nodes that collect 
and categorise external traffic data. The Fog Level consists of Fog Nodes essential for 
executing algorithms that manage resources, energy efficiency, and scalability in real-
time on external traffic data. Finally, the common Blockchain-based Cloud Service Level, 
supported by its algorithmic intelligence, enhances system efficiency and fortifies the 
distributed storage with robustness and security through blockchain technology. 
 

Figure 2: Visualising Data Governance Layer of the BCTrustAI.SL 

 
Source: The figure was created by the authors 

3.2 Operational Processes 
In the operation, the BCTrustAI.SL system is activated when stakeholders use 

the DApps at the Frontend Layer. Here, they set their preferences within the pre-defined 
SLAs to suit their objectives. This action triggers the corresponding SCs that oversee and 
execute all algorithmic processes, including data collection, training, and analysis. The 
SLAs function as customisable templates designed to accommodate the specific terms 
and conditions required for each operation that the SCs undertake. These templates, 
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which are multimodal, should be crafted by developers drawing on expert knowledge to 
represent various types of operations. 

In the Data Governance Layer, raw data initially enters from IoT Devices or WBPs. 
In the first sub-layer, a network of diverse IoT devices and sensors connected in nodes 
generates raw data, which is sent to the Edge Level. AI-enabled Base Station Nodes utilise 
this IoT device network to gather a second type of input consisting of external traffic data. 
Both this and the data from WBPs undergo algorithmic evaluation at the Edge Level, 
focusing on scalability, load balancing, and other crucial network considerations. The first 
raw data inputs from both sub-layers advance to their respective Fog Levels, where AI-
enabled fog nodes analyse the internal traffic of this data in real time, addressing network 
challenges as they arise. Subsequently, all this input, along with the initial output from 
traffic analysis in each sub-layer, is forwarded to the Blockchain-based Cloud Service 
Level. Here, the data is sorted, pre-processed, and stored. By this stage, all data has 
undergone some processing and is no longer considered 'raw'. The outcomes from this 
phase, excluding traffic-related data, become the primary input for the AI Layer, where 
core AI functions, such as data analysis or Machine Learning (ML) training, are carried 
out. 

Data moves continuously and synchronously between the AI-enabled 
Blockchain-Based Cloud Service and the predictors. The primary data input is relayed to 
the AI Layer for algorithm training and analysis. A preliminary output, along with insights 
generated by the predictors, is then sent back to the Cloud Service Level at the Data 
Governance Layer for both storage and further HAO activities involving expert 
stakeholders and users. Ultimately, this initial output and insights are forwarded to the 
HAO Layer for evaluation and possibly additional HAO actions. 

The final stages involve stakeholders interacting with DApps to define SLAs using 
a unique set of templates tailored for post-analysis/training HAO activities. The goal is to 
activate the SCs that handle transactions across the different layers. Ultimately, 
stakeholders hold the decision-making power, choosing to approve, reject, or request 
enhancements. These steps form a feedback loop subsystem, which is a critical part of 
implementing and enhancing AI governance mechanisms. If the final outputs are 
rejected, the training phases will restart, and the HAO cycles will continue until further 
adjustments are deemed unnecessary. 

3.3 The Model’s Conformity and Compliance with the Four Key Requirements 
BCTrustAI.SL achieves the practical implementation of the abstract 

requirements of institutionalised trustworthy AI framework by establishing a robust and 
complex infrastructure that incorporates chosen technologies and principled processes. 
Along with other elements of trustworthy AI, this model ensures conformity with the three 
trustworthy AI key requirements that are crucial for the compliance with the four 
provisions outlined by the directive that are transparency, accountability and human 
agency and oversight. 

BCTrustAI.SL excels in operationalising transparency through a multi-layered 
approach that integrates blockchain technology and advanced algorithmic processes. 
This robust integration ensures that every transaction and decision made by the AI 
system is recorded on a decentralised ledger, enabling traceability, a foundational 
element of transparency. Beyond mere traceability, BCTrustAI.SL also places a strong 
emphasis on communication and explainability, crucial elements of transparency. The 
system employs XAI predictors to elucidate the reasoning behind its decisions, making 
these processes accessible and comprehensible to all stakeholders. Additionally, the 
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model utilises communication protocols with its HAO layer to ensure solid human agency 
and oversight. This focus on traceability, explainability, and communication ensures that 
transparency in BCTrustAI.SL is not merely theoretical but a practical reality, deepening 
on the operational life of the AI system. 

In terms of accountability, BCTrustAI.SL's architecture supports the identification 
of decision-making processes, which can be attributed to specific AI actions. This 
capability is crucial for maintaining the scrutiny and accountability of AI/ML applications. 
According to Felzmann et al. (2020, p. 3338), meeting transparency key requirement 
fosters a stronger accountability by ensuring that actions are both visible and justifiable 
to all stakeholders. 

The model also facilitates extensive human agency and oversight by 
incorporating mechanisms such as human-in-the-loop (HITL) (Wu et al., 2022, p. 2), 
human-on-the-loop (HOTL) (Li et al., 2020), human-in-command (HIC) (Johnson, 2023), 
and stakeholders-in-the-loop (SITL) (Göksal and Solarte Vasquez, 2024) across its 
operational phases. These mechanisms ensure that human judgement is integral in 
training, monitoring, and retraining processes, enhancing the system's adherence to 
ethical standards and regulatory compliance. Together, these features establish 
BCTrustAI.SL not just as a tool, but as a partner in decision-making, elevating the 
standard for human-centred AI applications. 

4. IMPLEMENTATION OF BCTrustAI.SL INTO THE AUTOMATED PLATFORM 
WORKER’S PERFORMANCE EVALUATION PRACTICE 

This section will focus on the automated platform worker's performance 
evaluation practice, specifically its components, stakeholders, and operational dynamics. 
The implementation of the BCTrustAI.SL model into this practice will be explored. 

4.1 Overview of Automated Performance Evaluation Practices 
Automated Performance Evaluation (APE) Systems for platform workers 

encompass a series of interconnected components that are Data Collection and 
Algorithmic Evaluation (Waldkirch et al., 2021). Data Collection Mechanism refers to the 
systematic acquisition of specific, quantifiable information related to the activities and 
outcomes of platform workers. This component focuses on capturing a wide array of 
performance-related data points such as task completion times, customer ratings, 
adherence to schedules, and acceptance rates for assigned tasks. The scope and nature 
of the data collected are tailored to the particular requirements and operational nuances 
of the platform (Fredman et al., 2020). The Algorithmic Evaluation Mechanism processes 
the collected data to assess platform worker performance. This mechanism employs AI 
predictors to analyse the gathered metrics, calculating performance scores based on 
predefined criteria such as efficiency, reliability, customer satisfaction, and rule 
compliance. These predictors are designed to provide an evaluation and focus on 
measurable outcomes (Park and Ryoo, 2023).  

In the ecosystem of APE System, the stakeholders include platform workers, 
platform operators, customers, developers, and data scientists, analysts and engineers 
(Jahanbakhsh et al., 2020; Waldkirch et al., 2021). Platform workers are the individuals 
engaged in completing various tasks assigned through the platform, whose performance 
is directly evaluated based on metrics described above. They are essential to the 
operational dynamics of the platform as their performance data fuels the APE System, 
influencing not only their immediate job opportunities and earnings but also their long-
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term career prospects within the digital platform environment (Gallagher et al., 2023). 
Platform operators are entities or individuals who manage and oversee the functioning 
of the platform, responsible for setting the operational parameters and standards that 
define the working environment. They configure and maintain the performance 
evaluation system, ensuring that it aligns with broader business objectives and regulatory 
requirements. As key stakeholders, their role is critical in balancing the needs of 
customers and platform workers, while ensuring that the platform remains competitive 
and compliant with industry standards. Through their oversight, platform operators 
directly influence the effectiveness and integrity of the APE System, shaping the overall 
platform ecosystem (Harmon and Silberman, 2019). Customers refer to the end-users 
who utilise the platform to engage services offered by platform workers. They provide 
feedback and ratings based on their interactions and satisfaction with the services 
received. This input is important for the data collection mechanism of the performance 
evaluation system, as it directly influences the performance scores of platform workers 
(Lu et al., 2024). Developers and data scientists, analysts and engineers are two different 
actors in the APE System for the backend (Ahopelto, 2023). Developers are professionals 
who build, implement, and maintain the technical aspects of the APE System. They 
ensure the platform's infrastructure supports all functionalities related to performance 
evaluation, from data entry interfaces to the complex backend processes that handle 
data storage and processing. Their work is essential for the smooth operation and 
scalability of the system, as they address both immediate technical issues and long-term 
software enhancements (Shestakofsky and Kelkar, 2020). Data scientists, analysts and 
engineers are experts who specialise in analysing large sets of data and developing 
algorithms that process and interpret this information within the APE System. They apply 
statistical analysis and machine learning techniques to derive actionable insights from 
performance data, which inform the algorithmic evaluation mechanisms. Their 
contributions are critical in designing predictive models that assess worker performance 
fairly and accurately, ensuring that the system's outputs are both reliable and transparent 
(Basukie et al., 2020). 

The operational workflow of the APE System as described by Waldkirch et al. 
(2021) is a sophisticated sequence that begins with the Data Collection Mechanism, 
where data about platform workers’ activities and outcomes, such as task completion 
times, customer ratings, schedule adherence, and task acceptance rates, are gathered 
continuously. This mechanism uses various data sources and collection methods to 
ensure a holistic view of worker activities and outcomes. The primary source of data 
includes direct inputs from the platform's digital interface, where task completion times 
are logged, customer ratings are recorded, and worker adherence to schedules is 
monitored. Each interaction or transaction made by a worker is automatically tracked by 
the system, capturing details such as the time taken to complete tasks, the quality of 
service delivered as rated by customers, and the frequency and timeliness of task 
acceptance and completion (Rosenblat et al., 2017; Chan, 2019; Alasoini et al., 2023). In 
addition to these direct measures, the system also integrates indirect input such as GPS 
tracking for location-based tasks, which helps in monitoring route efficiency and 
punctuality in real-world settings. This is particularly relevant for delivery and 
transportation services where geographical movement and time efficiency are critical 
performance indicators (De Stefano and Aloisi, 2018). This data is then fed into the 
Algorithmic Evaluation Mechanism, where AI predictors analyse the metrics to assess 
each worker’s performance. These predictors calculate performance scores based on 
criteria like efficiency, reliability, customer satisfaction, and compliance with rules 
(Harmon and Silberman, 2019). Throughout this process, developers and data scientists, 
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analysts and engineers monitor and refine the technical and analytical aspects of the 
system, ensuring its accuracy, while platform operators use the insights generated to 
make informed decisions about operational changes, data updates and strategic 
directions (Wu et al., 2022). 

4.2 The Implementation of BCTrustAI.SL with APE System 
After the system is implemented, it will be activated when platform operators 

interact with the DApps at the Frontend Layer. Operators select the parameters from pre-
defined SLAs related data collection and APE process. These initiate the corresponding 
SCs that execute all algorithmic operations. The SCs begin the data gathering and 
analysis needed to evaluate platform worker's performance, which takes place across 
two sub-layers: the Data Governance Layer and the AI Layer, the latter utilising AI and XAI 
predictors. The stages and operational flow of the implementation are illustrated in 
Figure 3. 
 

Figure 3: Operational Processes of APE System after Implementation 

 
Source: Original chart prepared by the authors. 

 
When platform operators interact with the DApps to activate the related SCs, the 

data collection process begins. During this phase, the system gathers the raw data as 
well as internal and external traffic data for analysis. Subsequently, this collected raw 
data is analysed using AI and XAI predictors to evaluate the performance of platform 
workers. After the analysis, a preliminary output is generated. 

In addition to platform operators, developers, data scientists, analysts, or 
engineers also need to engage with the DApps to oversee the data collection and analysis 
processes. The raw, external and internal traffic data from the collection process are 
collected and stored along with preliminary and final outputs from the analysis process 
in a Blockchain-Based Cloud Service. When the stakeholder activates a relevant SC, the 
necessary data is retrieved from the Blockchain-Based Cloud Service to carry out the 
oversight process. 
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Specifically, storing the raw data, preliminary outputs, and final outputs in the 
Blockchain-Based Cloud Service, and making them accessible to all stakeholders as 
needed, is critical to meeting the traceability aspect of the transparency key requirements 
(Mora-Cantallops et al., 2021). Along with the traceability aspect, ensuring the 
accessibility of communication for all stakeholders is crucial. This is because the user-
centric design of the DApps will provide an interface that facilitates easy access to all 
necessary data regarding automated decision-making and monitoring processes, 
ensuring clear communication across stakeholders (Solarte-Vasquez and Hietanen-
Kunwald, 2020, pp. 186–191). Furthermore, the aspect of explainability will be achieved 
through the use of XAI predictors located within the AI Layer. For instance, if a platform 
worker wants to understand the reasons behind a recent decrease in their performance 
rating, the XAI predictors can generate a detailed breakdown of the contributing factors, 
such as changes in customer satisfaction scores or task completion times (Hassija et 
al., 2024). This detailed feedback could allow the worker to identify specific areas for 
improvement and directly address any concerns about the fairness or accuracy of the 
evaluation process.  

Just like the communication aspect of transparency, providing a user-centric 
interface through the DApps will successfully meet the key requirement of human 
oversight by allowing all stakeholders to interact with the system effectively (Sharp et al., 
2021). This ensures that stakeholders can monitor and evaluate the impacts of 
automated decisions on platform workers. For example, platform operators can use 
these interfaces to track real-time data flows and AI decision logs, which include details 
on how decisions such as task assignments or performance evaluations are made. This 
capability could enhance immediate human intervention when necessary to correct or 
modify AI decisions that may adversely affect platform workers, thereby supporting a 
more dynamic and responsive governance model (Hadzovic et al., 2024). 

Ensuring transparency and facilitating human review inherently strengthens 
accountability—a key requirement tightly interwoven with transparency (Felzmann et al., 
2020, p.3338). Consequently, this aligns closely with the Directive 2024/2831, which 
proposes specific measures for human review to ensure accountability within digital 
labour platforms. For instance, platform workers could challenge and seek clarification 
on automated decisions that impact their work schedules and compensation. If a worker 
notices a sudden decrease in allocated tasks or an unexpected change in pay rates, they 
can request a human review of the algorithm’s decision. And the authorised human can 
review the related automated process on the row data, the parameters of predictors and 
preliminary and final outputs by activating related SC to receive data via DApps. 

With the implementation, besides data collection and analysis, the APE System 
will also include a feedback loop as mandated by the directive under Article 13 and 14. 
Platform workers may engage with the DApps, activating the relevant SC. This SC will 
then manage the HAO operation, providing feedback on the preliminary outputs 
generated post-analysis. This feedback will inform the creation of the final outputs, 
completing in that way the APE process. For example, platform workers will be able to 
directly interact with the data that has been used to evaluate them, querying the system 
for further details or discrepancies they perceive in their ratings. They can submit 
corrections or provide additional context, which may alter how their performance is 
ultimately assessed and reported. This capability ensures that the evaluation process 
remains dynamic and interactive, rather than static and unilateral (Lin et al., 2020). 
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5. CONCLUSION 
Advancements in AI and ICT have led to catalysing digital labour platforms that 

use AI for decision-making and monitoring. However, concerns regarding fairness, 
transparency, and accountability in these practices have eroded stakeholder trust. In 
response, the European Commission introduced the Directive 2024/2831, which outlines 
four key requirements to enhance these aspects, but the directive's key requirements are 
often considered too vague for practical application on digital labour platforms. Thus, this 
paper explained that the implementation of BCTrustAI.SL into the selected automated 
decision-making and monitoring mechanism (Platform Worker’s Performance Evaluation 
Practice) operationalises the directive’s provisions and validates the model conceptually. 

BCTrustAI.SL was designed as a socio-technical proposal that conforms and 
complies with the elements of the institutionalised trustworthy AI framework, 
encapsulating the four key requirements specified in the Directive 2024/2831. Following 
its implementation, the APE System has the capacity to enhance fairness, transparency 
and accountability: 

Ø becoming transparent as Art. 9 mandates. Because it is founded on 
blockchain technology, every transaction and decision made by the AI 
system is recorded on a decentralised ledger, enabling traceability. It also 
uses XAI predictors to clarify decision-making processes, making them 
understandable to the stakeholders. Additionally, it uses communication 
protocols in its HAO layer to facilitate robust stakeholder interactions. 

Ø becoming accountable and ensures human review as Article 11 requires. The 
implemented APE System, based on blockchain architecture, supports the 
identification and attribution of decision-making processes to specific AI 
actions. 

Ø allowing human oversight and information and consultation as required in 
Article 10, 13 and 14 by promoting extensive human interaction through 
various AI governance mechanisms during operational phases. These 
mechanisms integrate human judgment in training, monitoring, and 
retraining processes, boosting the system's conformity and compliance with 
ethical standards and regulations. 

With the implementation, the APE System may have potential for significant 
advancements in conformity and compliance with the directive's four key requirements. 
However, the underlying infrastructure of blockchain technology currently lacks the 
capacity to fully support the BCTrustAI.SL model's integration into automated platform 
worker performance evaluation practices. Thus, it is essential to focus on enhancing the 
capacity of blockchain technology to accommodate larger datasets and facilitate 
broader stakeholder interaction. This advancement requires targeted research and 
development efforts. Additionally, there is a need to concentrate on the practices and 
algorithms employed by digital labour platforms. By focusing more on these areas in 
academic research, there is an opportunity to improve the effective implementation. 
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